2. Model selection using autoDI()
[bookmark: code-for-running-autodi]Code for running autoDI()
# Since treatment is a categorical variable. Convert it to a factor before modelling
# This is dplyr pipeline which is very useful for manipulating dataframe
# '%>%' is called the pipe operator and simply passes the object on the left
# side to a function on the right
model_data <- model_data %>% 
  # The mutate function is used to add new columns to a data-frame
  # We add a new column called "treatF" which is a factor
  mutate("treatF" = factor(treatment))
# The code might look daunting but is very handy for complex data manipulation
# operations as we will see later.
# The above code is equivalent to running the following
# model_data$treatF <- factor(model_data$treatment)

auto_mod <- autoDI(# y specifies the name of the column containing response
                   y = "yield", 
                   # prop accepts the names of columns containing species proportions 
                   prop = c("p1", "p2", "p3", "p4"), 
                   # the name of column containing treatments (if present) goes in treat
                   treat = "treatF",
                   # FG accepts a character string describing functional grouping of species
                   FG = c("G", "G", "L", "L"),
                   # step0 tests against an intercept only model
                   step0 = TRUE,
                   # Finally, data accepts name of data-frame with these columns
                   data = model_data)
[bookmark: X445ceeef98015e92e8a84743ee740fb417e9422]Equations of models fit by autoDI() at each step
[bookmark: step-1-investigating-theta][image: ]Step0: Investigating non-diversity experimental structures
Step 1: Investigating 
[bookmark: X3c52f26e1fb62595fa026ac1fde641a39640a72][image: ]

[image: ]Step 2: Investigating interaction structures
[bookmark: step-3-investigating-effect-of-treatment][image: ]Step 3: Investigating effect of treatment
[bookmark: step-4-assessing-lack-of-fit][image: ]Step 4: Assessing lack of fit

[bookmark: best-model-selected-by-autodi]Best model selected by autoDI()

summary(auto_mod)
[bookmark: predicting-for-a-5050-grass-mixture]Predicting for a 50:50 grass mixture




[bookmark: X6d46b1180843eccbffc4fe0619de620cdb2d1e9]Predictions for specific communities using model selected by autoDI()
# Extract the four monocultures, 50:50 grass and legume mixtures and 
# centroid community from data
subset_comms <- model_data %>% 
  # Filter the specific communities by their number in the dataset
  filter(community %in% c(1, 2, 3, 4, 5, 6, 27)) %>% 
  # Remove any duplicates
  distinct(p1, p2, p3, p4)

subset_comms

# Use the prediction_contributions function from DImodelsVis package
prediction_contributions(# model accepts a DImodel object
                         model = auto_mod, 
                         # data accepts a data-frame with species communities to show on plot
                         data = subset_comms,
                         # bar_labs can be used to give labels to the X-axis
                         bar_labs = c("G1", "G2", "L1", "L2", "GG", "LL", "GGLL"))

image1.png
Model name Equation

Intercept only 4
Yy=po+e

Model with treatment
y=fo+onXy +e




image2.png
Model name Equation

AV model without A .
y=Y BP+daw Y PPj+anXy+e

i1 i=Ti<j

AV model with 8

A A
y=Y AP+ Yy (PP) +anXy+e
i=1 ij=Li<j




image3.png
Model
name Equation

STR
y—anXy+e
ID
4
y=) AP +anXn+e
i=1
AV
y= Zﬂ.P +0av E (P.P)’ +anXn+e
ij-Tyi<j
FG 4
y=Y " BiP:+werl(Pf + PY)(P§ + PY)| + we(PPy)’ + wi(PaPy)’ + an Xy +e
i=1
FULL

A A
y=) AP+ > 0;(PP) +anXy+e
=1

ijTi<i




image4.png
Model
name  Equation

FG with
treatment

4
Y= AP, +werl(P! + PY)(P{ + P)] + wa(PiPy)’ +wi(PyPy)’ + €
i=1

4
Y=Y AP +werl(P! + P{)(P{ + P))] + we(PiBs)’ + wi(PPy)° + an Xy + €
i=1




image5.png
Model
name  Equation

Best
model

Reference

A
y= Y AP +warl(Pf + P) (P + P))] + we(PiPy)’ +wi(PPy)’ + €
i=1





